
I. Introduction

Speaker Change Detection (SCD) is a process of finding 

boundaries between speaker turns in conversation. A 

typical speaker change detection method divides the 

speech signal into short time segments. Subsequently, the 

similarity of the signals in two adjacent segments is 

calculated to determine whether there is a change in the 
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ABSTRACT: Speaker Change Detection (SCD) refers to finding the moment when the main speaker changes from 

one person to the next in a speech conversation. In speaker change detection, difficulties arise due to overlapping 

speakers, inaccuracy in the information labeling, and data imbalance. To solve these problems, TIMIT corpus widely 

used in speech recognition have been concatenated artificially to obtain a sufficient amount of training data, and the 

detection of changing speaker has performed after identifying overlapping speakers. In this paper, we propose an 

speaker change detection system that considers the speaker overlapping. We evaluated and verified the performance 

using various approaches. As a result, a detection system similar to the X-Vector structure was proposed to remove 

the speaker overlapping region, while the Bi-LSTM method was selected to model the speaker change system. The 

experimental results show a relative performance improvement of 4.6 % and 13.8 % respectively, compared to the 

baseline system. Additionally, we determined that a robust speaker change detection system can be built by 

conducting related studies based on the experimental results, taking into consideration text and speaker information.
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초    록: 화자 전환 검출은 대화 중에 발성 화자가 다른 사람으로 바뀌는 시점을 검출하는 것을 의미한다. 이 과정에서 

화자 중복, 화자 정보 표기의 부정확성, 데이터 불균형 등으로 화자가 바뀌는 순간을 검출하는 데 어려움이 발생한다. 

본 논문에서는 이러한 문제를 해결하기 위해 음성 인식에 널리 사용되는 TIMIT 데이터를 가공하여 충분한 양의 훈련 

데이터를 얻었으며, 화자가 겹치는지를 파악한 후에 화자 전환 여부를 판단하였다. 본 논문에서는 화자 겹침을 고려한 

화자 전환 검출 시스템을 구축하기 위하여 다양한 접근법을 사용하여 성능을 평가하고 검증했다. 그 결과 화자 겹칩 

영역을 제거하기 위해 X-Vector 구조와 유사한 형태의 검출 시스템과 화자 전환 검출 시스템을 모델링하기 위한 

Bi-LSTM 모델을 제안하였다. 실험 결과 기준 시스템보다 상대적으로 각각 4.6 %, 13.8 % 성능 향상을 확인하였다. 

또한, 실험 결과를 기반으로 텍스트 정보와 화자 정보 등을 고려한다면 좀 더 강인한 화자 전환 검출 시스템을 구축할 

수 있을 것으로 판단한다. 

핵심용어: 화자 겹침 검출, 화자표현, 화자 전환 검출, 심층 신경망
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speaker or not. However, if multiple speakers talk simul-

taneously or a speaker interrupts while another speaker is 

talking, speaker interference occurs. When speaker intrusion 

occurs, a speaker overlapping is found. Speaker overlapping 

make it difficult to detect a change in the speakers. It has 

been reported that there are four types of speech con-

versation as follows.[1]

A. Short response or feedback that does not interrupt the 

conversation

B. A person starts talking while another person is 

speaking because he/she could not accurately predict when 

the other person was going to stop talking

C. Some people start talking at the same time after a 

long period of silence

D. When a person forcibly interrupts another person’s 

talking and tells his/her own story

A recent study on speaker change detection has created 

an independent module,[2] transformed the acoustic 

features and artificial neural network model in various 

ways to detect speaker overlapping. To overcome the 

insufficiency of data and their imbalance on related 

studies, the TIMIT corpus was used to generate speaker 

overlapping datasets, where the single speaker or speaker 

overlapping region were distinguished through various 

acoustic characteristics and artificial neural networks.[3] 

Moreover, the overlap region was randomly selected when 

artificially creating the speaker overlap data using the 

TIMIT corpus. Based on various acoustic characteristics 

and a system with a convolutional neural network, the 

effect of overlapping regions on speaker change detection 

was studied and presented.[4] Another study evaluated the 

performance of the TED Talks corpus based on the 

speaker’s gender. The study artificially generated data 

using the TED Talks corpus and used a convolutional 

neural network, and the research results were reported.[5]

In this paper, we proposed a system built by separating 

the detection of speaker overlapping region and the 

detection of speaker change region. Additionally, we 

suggested various artificial neural network models to 

effectively detect changes in the speaker. 

This paper is organized as follows. Section 2 discusses 

previous studies for solving difficulties in speaker change 

detection. Section 3 describes the proposed speaker 

change detection system, and Section 4 analyzes the 

experimental results of the proposed system. Finally, 

Section 5 presents the conclusion of the paper and 

direction of future studies.

II. Related Work

In a speaker change detection system, many difficulties 

are encountered while detecting changes in the speaker 

owing to issues such as speaker overlap, recognition of 

unregistered speakers, and preregistration of speakers. 

Various studies are being conducted to solve these 

problems. 

Research on the detection of speaker overlap typically 

distinguishes between single speaker, overlapping speaker, 

and other speaker waves and processes them separately. It 

has been reported that it is advantageous to disregard the 

short overlapping regions for effective use of real speech 

data.[6] To minimize inaccurate labeling of the speaker and 

the speech overlap information, a method was presented to 

mark the before and after 50 ms regions including a real 

boundary as “speaker changed regions”. Alternatively, this 

information (change probability) could be displayed either 

linearly or non linearly in both directions from the 

specified speaker change boundary.[7] One study has 

modeled to linearly reduce the probabilities by 200 ms in 

both directions, before and after the speaker change, by 

maximizing the probability on the speaker change 

boundary.[8] On the other hand,[5] represented a non 

linearly reduced probability by 600 ms in both directions. 

In the ETAPE corpus, the speaker change region account 

for approximately 0.4 % of the entire corpus.[7] It was also 

observed that the overlapping regions in a conversation 

less than 5 %.[9] Many studies generally extend the speaker 

overlapping region to resolve the data imbalance by 

augmentation. For example, the neighborhood frames of 

the boundary where the speaker changed are marked as 
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“speaker change” and they are extended evenly by 200 

ms.[10] There was also a study that divided the data into 

speaker overlapping regions and non-overlapping regions, 

and each region consisted of similar size.[4]

In this study, we designed both a dataset and a speaker 

change detection system that considers the speaker overlap 

by analyzing the advantages and disadvantages of the 

previous studies. We also propose a variety of approaches 

to determine the optimization model for the artificial 

neural networks used in the system.

III. Proposed Speaker Change 

Detection System

The speaker change detection system proposed in this 

paper is configured as shown in Fig. 1. When the speech 

data entered, overlapped speech are removed by the 

proposed speaker overlap detection system. For the data 

having non overlapping speech but containing pauses or 

silence, WebRTC[11] was used to remove pauses or silences.

In this way, the data were preprocessed to be readily 

used for speaker change detection system. From the data 

composed of only the speech information of multiple 

speakers, a segment including the speaker change was 

detected through an artificial neural network. Additionally, 

the frame including speaker change was expressed as a 

probability value rather than a binary value. Fig. 2. shows 

examples of whether the speaker changed or not.

3.1 Artificial Speaker Change Data

To detect the point when the speaker changes com-

pletely during a conversation between two speakers, the 

speaker overlapping scenario was considered. The con-

versation was divided into the case where the speech 

between the two speakers overlaps and the case with a 

region where a speaker does not speak (silence) or pauses 

while speaking. 

Case (1) in Fig. 2 shows an example of a typical case 

where the speaker changes with overlapping. Case (2) 

shows that a speaker interrupts while the other speaker is 

speaking, but the other speaker continues to speak. 

Therefore, the speaker does not change in this case. Case 

(3) indicates that there is silence or pauses while speaking. 

In case (4), the two speakers take turns to speak con-

tinuously, and their speech does not overlap. Cases (1) and 

(2) are data types of speaker overlap, and the overlapping 

speech region was removed using an artificial neural net-

work. Cases (3) and (4) are data types where the speakers 

do not overlap, but the data contain regions where the 

speaker stops speaking or pauses while talking. For (3) and 

(4), only the Voice Activity Detection (VAD) region was 

used by utilizing WebRTC. Obtaining a sufficient amount 

of high quality data is a crucial factor that can determine 

the performance of an artificial neural network based 

system.

The system proposed in this paper is a speaker change 

detection system based on the classification model that 

utilizes an artificial neural network. Therefore, it is 

essential to have a sufficient number of speakers, an 

appropriate distribution of speaker changes, and accurate 

information labeling in order to obtain good performance. 

Fig. 1. Speaker change detection system overview. Fig. 2. Examples of speaker change.
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However, it is difficult to obtain a speaker change 

detection dataset. It is also difficult to obtain a sufficient 

amount of data to train artificial neural networks. 

Accordingly, TIMIT dataset was used to artificially 

generate speaker changes and overlaps.

3.2 Speaker Overlap Detection Neural 

Network Model

A total of four artificial neural network were used and 

compared for detecting with speaker overlapping. These 

four models include the Multi-Layer Perceptron (MLP), 

MLP (d-vector), Convolutional Neural Network (CNN) + 

Long Short-Term Memory (LSTM), and Pseudo X-Vector. 

Their architectures are shown in Table 1.

The MLP model is the baseline, and it uses filter bank 

energies to perform a simple classification in units of 

frames. The MLP (d-vector) model receives a speaker 

embedding vector known as the d-vector in the form of a 

segment from the baseline model. The other models, 

excluding the MLP (d-vector) model, receive 11 frames as 

an input, which is similar to the length of one segment. The 

model using CNN and LSTM was built with a relatively 

simple structure. It was modeled to facilitate the extraction 

of spatial features of data by changing the kernel size. The 

Pseudo X-Vector structure was created to model the 

adjacent frames’ features well, similar to the X-Vector[12] 

structure, in which the output of the final hidden layer of 

the artificial neural network represent the speaker infor-

mation. The Pseudo X-Vector model uses a convolutional 

neural network to change the stride and dilation. Thus, it 

was possible to efficiently model the entire speech region 

using the sampling method without increasing data, which 

is similar to the 1D CNN model used to detect speaker 

changes.

3.3 Speaker Change Detection Neural 

Network Model

A d-vector, fixed-length speaker embedding vector 

representing speaker characteristics, was used as the input 

for the speaker change detection model. The forward- 

backward difference based d-vector representation and the 

Universal Background Model (UBM) based speaker 

similarity methods, which had the best results among the 

combinations of methods proposed in a previous paper[13] 

were selected for the d-vector feature method. The 

forward-backward difference means the difference of the 

d-vectors extracted in forward and backward directions on 

the Bidirectional LSTM (Bi-LSTM) model. The UBM fine 

tunes the speaker vector so that it is not dependent on a 

specific speaker. The average feature of all speakers was 

used to improve discrimination when comparing individual 

speakers. 

Four artificial neural network models MLP, 2D CNN, 

1D CNN, and Bi-LSTM were compared and analyzed to 

detect speaker changes in a conversation. Their architec-

tures are shown in Table 2. The 2D CNN model was 

constructed with a structure similar to that of the CNN + 

LSTM model, one of the models used to detect speaker 

overlap. The loss of spatial information was minimized in 

the 1D CNN model through dilation convolution, similar 

to the X-Vector model, which is a feature vector specialized 

in detecting speaker overlapping frames, to maintain the 

spatial features according to the 1D CNN model’s features 

Table 1. Speaker overlap detection neural network 

models.

MLP

(baseline)

MLP

(d-vector)
CNN + LSTM

Pseudo 

X-Vector

Linear 

(1024)

Linear 

(2560)

Conv1D

(4, 384)

Conv1D

(512, 9)

Linear 

(512)

Linear 

(1024)

Max Pooling 1D

(1, 384)

Conv1D

(512, 5)

Linear 

(256)

Linear 

(512)

LSTM

(384)

Conv1D

(512, 1)

Linear 

(64)

Linear 

(256)

LSTM

(384)

Conv1D

(256, 1)

Linear 

(1)

Linear 

(1)

Linear

(128)

Conv1D

(256, 1)

Linear

(64)

Linear

(256)

Linear 

(1)

Linear

(128)

Linear 

(1)
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that reflect temporal variation characteristics. The Bi-LSTM 

model is built with the same architecture, but takes the 

d-vector, the output of Bi-LSTM model, as input data.

IV. Experiments

4.1 Data Preparation

The TIMIT corpus, widely used in speech recognition, 

was used to evaluate the speaker change detection system. 

To simplify the problem, the speech data were generated 

artificially by separating the data for detecting overlap 

speakers and the data for detecting speaker changes. The 

TIMIT corpus provides reading data for 10 phonetically 

rich sentences from 630 different speakers. The data of 

462 speakers were classified as the training dataset, and the 

data of 168 speakers were classified as the test dataset. The 

speech data for detecting changes in the speaker, which 

include speaker overlap, were generated by additionally 

setting overlapping speaker regions of arbitrary length 

between 500 ms and 2 s in the corpus. For speaker change 

detection system, the dataset was configured by combining 

10 arbitrary sentence speeches for 10 arbitrary speakers so 

that there would be one point of speaker change. For the 

training data, 10 different sentences were selected for each 

sentence of 462 speakers. The selected data were combined 

for one speaker who was selected out of 461 speakers. In 

the same way, 16,800 test data were generated.[14]

4.2 Experimental environments

The experiment was conducted to evaluate and analyze 

the artificial neural network used, based on whether 

overlapping speakers exist. Precision and recall were used 

to measure the performance of the proposed model. In 

addition, the results were verified using the F1 score, 

which calculates the harmonic mean of the precision and 

recall. The F1 score can accurately evaluate the per-

formance of the model when the data label is unbalanced, 

and it can be expressed as a single number. Therefore, the 

F1 score was chosen and used for the final comparison of 

the results. All experiments are performed on Ubuntu 

20.04 with the Pytorch 1.7 framework. Speaker overlap 

detection experiments first developed as Tensorflow based 

Keras and converted to the Pytorch framework.[15] On the 

other hand, a speaker change detection system was de-

veloped from scratch in the Pytorch framework. For the 

training of the speaker overlap and change detection 

system, we adopted the binary cross entropy for loss 

function, 0.001 learning rate, and the Adam optimizer. 

Separately, the d-vector used a generalized end-to-end loss 

function based on cosine similarity.

4.3 Speaker Overlap Detection

The baseline MLP model using the frames had an F1 

score of 86.9 % which was the second highest score next 

to that of the Pseudo X-Vector model as shown in Table 3. 

The MLP model using the d-vector as the input had an F1 

score of 80.5 %. The performance degradation is because 

the frame-based MLP and the d-vector-based MLP have 

different feature characteristics. The d-vector is a speaker 

embedding vector that represents the speaker characteristics 

for a given set of frames. When speakers overlap in the 

same section, the frame feature can represent different 

characteristics for each speaker, but the d-vector feature 

shows only representative speaker characteristics. The 

model constructed by combining the CNN and LSTM, 

similar to the 2D CNN mode, had an F1 score of 84.9 % 

which is similar to the MLP (baseline) model. 

The Pseudo X-Vector model was compared with the 

Table 2. Speaker change detection neural network 

models.

MLP

(baseline)
2D CNN 1D CNN Bi-LSTM

Linear (1024)
Conv 2D

(1, 6, 3, 1)

Conv 1D

(512, 3, 1)

LSTM

(756, 3)

Linear 

(1024, 512)

Conv 2D

(6, 12, 3, 1)

Conv 1D

(512, 512, 3, 1)

Linear

(1512, 1024)

Linear 

(512, 256)

Linear

(6096, 1024)

Linear

(512, 256)

Linear

(1024, 512)

Linear 

(256, 1)

Linear

(1024, 384)

Linear

(256, 1)

Linear

(512, 64)

Linear

(384, 1)

Linear

(64, 1)
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CNN + LSTM model because it has a structure similar to 

that of the 1D CNN model. The Pseudo X-Vector model 

performs redundancy processing in the time series, so it 

was determined to be suitable for extracting speech charac-

teristics for overlapping speakers. The Pseudo X-Vector 

model had an F1 score of 90.9 %. Thus, it was confirmed 

that this model produces the best result. Based on the 

detection of overlapping speaker proposed in this paper, it 

was confirmed that the Pseudo X-Vector model’s result 

was relatively 4.6 % higher than that of the baseline model. 

The overall results are shown in Table 3.

4.4 Speaker Change Detection

The results of the speaker change detection experiment, 

which was conducted using the d-vector,[13] showed that 

the baseline MLP model had an F1 score of 69.8 %. The 

2D CNN model, which has a similar structure as the CNN 

+ LSTM, had an F1 score of 73.8 %. The 1D CNN model 

was made similar to the Pseudo X-Vector model, which 

minimizes information loss by maintaining spatial features 

using dilation convolution. The 1D CNN model achieved 

an F1 score of 77.1 %. The Bi-LSTM model had an F1 

score of 79.5 %. 

The results are summarized in Table 4, and all NN 

models detect whether the speaker changes based on the 

d-vector. The d-vector is obtained by the difference 

between the forward and backward LSTM vectors (each 

LSTM vector has 256 dimensions) based on the UBM 

similarity metric so that it does not depend on any 

particular speaker. As a result, it was confirmed that the 

Bi-LSTM model obtained higher results than other 

models, and showed relatively 13.8 % higher results than 

the basic model.

V. Conclusions and Future work

In this paper, we proposed a speaker change detection 

system that considers overlap speaker. The types of 

speaker change detection data were analyzed to solve the 

difficulties arising from overlapping speakers, inaccuracy 

in labeling the information, and data imbalance in speaker 

change detection. In addition, datasets for speaker change 

detection were artificially generated. Moreover, we 

proposed various approaches for detecting changes in the 

speaker and introduced the optimized model through the 

experiments. The results showed that, for the overlapping 

speaker detection, the Pseudo X-Vector model showed the 

highest F1 score of 90.9 %. For speaker change detection, 

the Bi-LSTM model exhibited the highest F1 score of 

79.5 %. These results confirmed the applicability of the 

proposed approaches through various experiments. Based 

on them, future research will be able to improve the 

performance of the speaker change detection system by 

integrating acoustic characteristics, speaker information, 

and text information.
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Table 4. Speaker change detection results.

NN Model
Precision

(%)

Recall

(%)

F1 Score

(%)

MLP

(baseline)
69.8 69.6 69.8

2D CNN 73.1 74.5 73.8

1D CNN 71.9 83.1 77.1

Bi-LSTM 83.5 75.8 79.5

Table 3. Speaker overlap detection results.

NN Model
Feature 

Type

Precision 

(%)

Recall

(%)

F1 Score

(%)

MLP

(baseline)
frame 86.2 87.5 86.9

MLP d-vector 85.5 76.0 80.5

CNN + LSTM frame 93.8 77.6 84.9

Pseudo X-Vector frame 94.0 88.0 90.9
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